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A Short History of Natural Language Models
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Computing

Power

Explosion 

Of Data

Algorithmics

Advances

The AI revolution: Why Now? Multi-dimensional and reinforcing forces

Source: Own elaboration based on 

An executive’s guide to AI (Mckinsey)

https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/an-executives-guide-to-ai
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… generating a Vast Volume of information in Non-Structured way    

A  huge increase in Non-Structured Data since 2000s

Source: Hansen
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”Text as Data”: A short history of the origin of Large Language Models

Bag of 

Words Model

It is individual Words 

What Matters…

Topic 

Models

…But structural 

Words dependence too 

(Global 

Co-occurrence)…

Word

Embeddings

… Local Context 

is a more Natural Guide

(Synonymy Vector)…

Large Language 

Models (LLM)

… Addressing Polysemy.

requires “Attention”  

(weighing embeddings) for

Prediction Tasks

Boolean Searches

Dictionary Assisted 

Sentiment Analysis

Networks…

LDA 

Dynamic Topic Models

(Factor Models of Text)

Word2Vec BERT

LLAMA

Chat-GPT
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What is this for: The value of “Unstructured Data” in Social Sciences 

 Measure important phenomena Economic, Social & geopolitics.

 Particularly useful for some applications(*) on:

 Concept Detection (ie Sentiment, Uncertainty, Risk..)

 Measuring Document Similarity (ie Polarization of Political Documents)

 Relation of Concepts (ie Risk vs Uncertainty) 

 Associating Text with Metadata (Using Topic to Forecasts conflicts)

 Complement existing or create new measures for Economics & Social Sciences

 Powerful for some Social Sciences with scarce quantitative (Politics, Geopolitics..)

(*) See Ash and Hansen (2023). Text Algorithms in Economics 

https://www.annualreviews.org/doi/pdf/10.1146/annurev-economics-082222-074352
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The Bags of Words Models: Just Words  
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Bag of Words Models: First “Clean” then convert “Text to Numbers”

• What is Text: Cleaning or Pre-Processing to Tokens

o Latin Letters

o Punctuations

o Spaces, tabs, newlines

o Numbers & Non- Alphanumeric: @,#

• Construction of a term matrix: Text to Numbers

o Matrix can be very Large

o Sparse

• Order and Context in same document is irrelevant 

• The most frequent the less relevant   

Doc1:  w1= (1,2,3)  Doc2:  w2=(4,2,5,3).   Doc3:  w3=(6,2,7) 

Document Term Matrix (X)

Imagine a Complex one !!

“Transparency and Deliberation FOMC Transcripts”

149 meetings (1987-2006)

46502 document

Associated metadata

A simple Example: 3 docs

Index
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Concept Detection using Boolean Searches in Economics: The Economic 

Policy Uncertainty Index 

The Economic Policy Uncertainty ( EPU ) index of [ Baker et al., 2016 ] ( http://www.policyuncertainty.com/ ) is based on key word search applied to news paper articles from major US EU Newspapers. Search logic is the result of extensive manual audits of news pa 

per articles. For each paper on each day since 1985, submit the following query:

1. Article contains “uncertain” OR “uncertainty ”, AND

2. Article contains “economic” OR “economy ”, AND

3. Article contains “congress” OR “deficit” OR “federal reserve” OR “legislation” OR “regulation” OR “white house”

Take resulting article counts and normalize by total news pa per articles that month.
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Supervised (Dictionary Assisted) Sentiment Analysis and Event codes

Correa, Ricardo, Keshav Garud, Juan M. Londono, and Nathan Mislang (2017). Sentiment in Central Banks' Financial Stability 

Reports. International Finance Discussion Papers 1203.

A Financial Stability DictionaryGeneral Sentiment Dictionaries
(Harvard IV)

Financial Dictionaries
(Loughran and McDonald Dictionary) 

able mitigated abnormally destabilizing exhausted jeopardised shortage threats

absorb mitigates abrupt deteriorate expose jeopardising shortages tough

absorbed mitigating abundant deteriorated exposed jeopardize shortfall troubled

absorbing mitigation adverse deteriorating exposes lackluster shortfalls tumbling

acceptable opportunity adversely deterioration exposing lacklustre shrank turbulence

achievement optimism aggravate deteriorations fail lagged shrink turbulences

adequately outperformed aggravated detrimental failed lose shrinking turbulent

alleviated positive aggravating difficult failing losing shrunk turmoil

alleviating positively aggravation difficulties fails losses slid unable

beneficial preventing ailing difficulty failure lost slide undermine

benefit profitable alarming disappointing failures misalignments sliding undermined

benefiting rallied anxiety discouraging faltering misconduct slipped undermining

benign reassuring arrears disorderly fear mispricing slowdown underperformance

better rebound bad disrupt fears negative slowdowns underperformed

brighter rebounded burdened disrupted forced negatively sluggish undesirable

broaden rebounding challenge disruption fragile nervousness sluggishness unease

buoyancy recouped challenges disruptions fragilities nonperforming slump unemployed

calm recover challenging disruptive fragility overcapacity slumped unexpectedly

calmed recovered closure distortions gloomy overheated slumps unfavorable

calming recovering clouded distress hamper overheating spill unfavourable

comfortable recovery compromised distressed hampered overindebted spilled unresolved

confident regained concern distrust hampering overvalued spilling unrest

confined reopening concerns disturbance headwinds pessimism spillover unstable

contained resilient confronted disturbances hinder pessimistic spillovers unsustainable

effective resolve confronting doubts hindered plummeted spiral volatile

efficient sheltered constrain downgrade hindering plummeting squeeze volatility

enabled smooth constrained downgraded hinders plunge squeezed vulnerabilities

enabling smoothly constraining downgrades hurt plunged stagnant vulnerability

enhance solid contagion downgrading illiquid poor stagnate vulnerable

enhanced sound contracted downside illiquidity poorer stagnated weaken

enhancing sounder contracting downswing imbalance poorly stagnating weakened

Positive words Negative words

Geopolitical Events Data Sets
(CAMEO & POLECAT)

Financial Stability Dictionaries
(Federal Reserve Financial Stability Dictionary) 
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Geopolitics: Coding Events to “Extract” real time & HD  Geopolitical 

information from News 

Geopolitical Events (Cameo) & Goldstein Scale

Source: Big Data Analysis Unit (BBVA Research) using CAMEO 
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The BBVA Research “Social Unrest” Heat Map from News Worldwide: 

How the World Feels & The Need to Remember history

World Social Unrest Intensity Heat Map 1979- 2022 

Source: www.gdelt.org & Big Data Analisys BBVA Research
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Western Europe 

enjoyed a long period of

period of "Pax", but don´t

forget that "stability" was 

not always the case and is

Far from guaranteed

The Fall of Communism 

triggered some 

“Adaptation Noise ” in 

East Europe but short lived 

The Financial Crisis and 

tectonic geopolitical shifts

have triggered some “Clouds”

In East Europe than need to be 

monitored closely  

The Long Lasting “Artificial Calm 

Provided by Autocrats in 

MENA came to a halt during

Arab Spring.. Nothing has been

the same since then 

Latin America is experiencing some

Winds of change 

Still some chronic conflicts with the

potential to contaminate neighbors

The 80s & 90s were 

also tumultuous for 

Latin America 

There is also margin

for Optimism…!!!  

Social Unrest Intensity

http://www.gdelt.org/
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…remember that the Information is Geo-Localized offering High-

Definition advantages including ”zooming” potential…

World Conflict Intensity Map : Inside The Middle East 2017-18 
(number of conflicts/ total events)

Conflict Intensity

Zooming Out: Social Unrest Events in Real Time HD 
(Events: El Cairo 2011, Istanbul 2015, Hong Kong 2014)

Source: Big Data Analysis Unit (BBVA Research) 
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… or tracking migrant flows from origin to destiny … 

BBVA Research Refugees Flows Map 2015-19
(Number of Media Citations of Migrant  inflows and outflows)

Refugees Outflows Refugees Intflows

Source: Big Data Analysis Unit (BBVA Research) 
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The BBVA Research Geopolitics Monitor … is being useful to track 

recent Middle East tensions…

Middle East: Geopolitical Risk Europe: Protest Intensity Index Risk

Source: Big Data Analysis Unit (BBVA Research) 
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And follow the potential “collateral” Damage for the Rest of the world…

Geopolitics Monitor Summary Before Hamas-Israel Conflict
(News Sentiment Map. Sentiment relative to average sentiment in each country)
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BBVA Research Geopolitics Monitor main "Signal" changes after the Hamas-Israel Conflict
Summary  of Signals Before Hamas-Israel Conflict (October 23)
(News Sentiment Map. Sentiment relative to average sentiment in each country)
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Source: Big Data Analysis Unit BBVA Research 

Summary of Signals After Hamas-Israel Conflict November 5th)
(News Sentiment Map. Sentiment relative to average sentiment in each country)
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Topic Models: The Global Structure of Text 
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The Structure of the Test: Topic Models (Factor Models of Discrete Text) 

and Networks  

• The bag-of-words model ignores the 

strong dependence structure among 

words.

• Topic Models reduce the dimensionality

(“Factor Models”) keeping heterogeneity

• Analyze the “Global Documents 

“Co-Occurrence”

• They have many applications in 

Economics, Geopolitics & Social Sciences
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The Structure of News:  A classification of Topics and Meta-topics of News

in 800000 WSJ articles (1984-2017) 

Source: Bybee et al (2020) The structure of economics news. NBER WP 26648
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Diving Inside on Central Bank reports: Topics, Subtopics and Sentiment 

Each word cloud represents the probability distribution of words within a given topic. The size 

of the word and the color indicates its probability of occurring within that topic
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Inside the China Communist Party Congress Files: ”Tectonic Shifts” of 

China’s Long Run Strategy…

Chinese Communist Party congresses national documents: Network Topic analysis

2012 201720072002

Economic Reforms & 

Foreign Affairs dominance Doctrine & Politics

Gaining Momentum

Doctrine & Politics &

Territorial Aspirations

Reforms

Source: Big Data Analysis Unit (BBVA Research) 
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Combining with Networks to check “Who is Who” in the potential collateral 

damage of Aspirations by China & the Response by Tech Corporates

Source: Forthcoming Jason Hsu, Alvaro Ortiz and Tomasa Rodrigo

Semiconductors Networks of News on Corporations 2022 

Source: Big Data Analysis Unit (BBVA Research) 
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Word Embeddings: “Local Context Matters”
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Word Embeddings:  Words with similar meanings lie close together

• Local context can a more natural guide to 

meaning than Global co-occurrence.

• Words present many sentences away would  

generally be less informative (Distance matters)

• Distributional Hypothesis: “You shall know a word 

by the company it keeps” (Firt). 

• A word embedding is a low-dimensional vector 

representation of a word Ideally including words 

with similar meanings (“synonymy”) .

• Word2vec was developed by Google (2013) and 

was an important milestone. It was invented for 

training  Word Embedding and is based on a 

Distributional Hypothesis.

Every workday I make a break in the morning to 

have a [???]. Contrary to my colleagues I like 

Black (no Milk), with a lot of Ice and no Sugar 
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Identifying Novel Technologies finding bigrams 

technologies in Patent-Calls-Jobs

 US Patent Fillings
o They Use bigrams less ambiguous

o Read US Patent Fillings 1976-2016 (3 million 

Patents)

o Cleaning

o Decompose Text  in bigrams (less ambiguous)

o Isolate novel and influential inventions (>1000 

citations)  

 Quarterly Earning Calls
o Bigrams Appearing >100 times

o Disrupting: Increasing Incidence in Calls

o Supervised: Refine manually (Cloud Compute= 

Cloud Services)

o Using Word2Vec to find proximate or similar 

bigrams (AI=ML=DL)

o 221 bigrams associated to 29 tech

 Tech Job  Postings
o Find tech bigrams in offers

o Identify Skill, Location, Industry, Firm

Exposure of Disruptive Bigrams in Earning Calls Job Offers 

Bloom, N (2021). The diffusion of disruptive technologies. NBER WP

Word Embeddings have been used to explore ”Disruptive Technologies” 

in Patent, Earning Calls and Job Posts… 
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Inflation

Economic Growth

Depreciation

Risk

Uncertainty

Words distribution given selected keywords

Risk

Uncertainty

… To Distinguish “Uncertainty and Risk” inside Central Bank Reports 

and Transcripts… 

TURKEY: UNCERTAINTY AND RISK
(ESTIMATED THROUGH BIG DATA TECHNIQUES USING WORD TO VEC MODEL)

Source: Big Data Analysis Unit (BBVA Research) 
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Emotionality in U.S. Congress by Chamber, 1858–2014.Semantic poles for Emotion, Cognition & Sentiment

Source: G. Gennaro and Elliot Ash (2023)Emotion and Reason in Political Language, The Economic Journal, Volume 133, Issue 650, February 2023, 

… and for the analysis of the recent Polarization in political Speeches
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The Origin of Large Language Models (LLM)
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Sequence of Word Embeddings to Forecast: LLM Generative Models 

• Problem: Words Embedding address the problem 

of  “synonymy” NOT  “polysemy” (many meanings 

for the same word).

• Solution: To deal with Polysemy (and limit 

Hallucination !!!) word embeddings  have to  move 

to sequence embeddings. 

• The Large Language Models focus on “attention” 

by weighing embeddings using Neural Networks 

with Transformer Architecture

• LLM models combine attention and feedforward 

layers to perform Prediction tasks
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Training Matters: You do better what you are trained for !!! 

• Different LLM Models:  
o BERT, OPT, 

o GPT-2, GPT-3, 

o RoBERTa , Chat-GPT 

• Different Tokenization Strategy

• Different Transformer Architecture

• Different Hyperparameters  

• Pre-Training on Different Large Datasets: 

Wikipedia, Common Crawl, Web Text

• LLM can be trained on Specific Ad-Hoc Data bases

• Different Tasks:

o BERT : Masked Language Model (MLM) & Next Sentence 

Prediction (NSP)

o RoBERTa: Masked Language Model Only 

o OPT and GPTs : Next Token Prediction (NTP) or 

Autoregressive Language Modelling (ALM)
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All what you need is Attention: Example on Remote Work

‘As a leading firm in the [MASK] sector, we hire 

highly skilled software engineers.’ 

‘As a leading firm in the [MASK] sector, we hire 

highly skilled petroleum engineers.’

This tables displays masked word prediction probabilities for the two example sentences above. The 

training corpus for estimating these probabilities is English-language online job postings provided by 

Lightcast (formerly Emsi Burning Glass). The Transfomer model estimated for the task is DistilBERT 

(Sanh et al. 2020). See Hansen et al. (2023) for more details.

Prediction for Masked Words in the Sentences Example
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Wise Prompting, Fine Tuning and Customization helps 
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True … They are better and better and still margin to improve with Fine 

Tuning Example Powell Recent Speech 

Hansen & Kazinnink (2023) Can ChatGPT Decipher Fedspeak?

Margin to

Improve with

Financial 

Dictionary !!! 
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… Summing Up: How can LLM Generative Models can help us in our 

daily lives … 

Korinek (2023): Generative AI for Economic Research: Use Cases and Implications for Economists?
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Conclusions
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“Tentative” Conclusions: The Medium-Term Outlook

• Some of the NLP Models are very useful: Sometimes is better to focus on 

specific than generalist LLM Models

• Large Language Models (LLM) will become better and better assistants 

and Tutors reducing cognitive tasks

• There is a margin to Improve with Fine-Tuning and they will be adapted 

to different use cases (Customization) 

• It can take some time but LLM Models will enhance productivity of analysts 

and has the potential to change how we conduct Research 
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